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Abstract · 

 

This paper discusses the notion of 

 

repre-
sentation

 

 and outlines the ideas and questions which
led to the organization of this volume. We argue for
a distinction between the classical view of referen-
tial representation, and the alternative concept of
system-relative representation. The latter refers to
situated cognitive processes whose dynamics are
merely modulated by their environment rather than
being instructed and determined by it. 

 

Introduction

 

How is “reality out there” represented in our heads?
Does cognition work with information from the
“outside” world? Is our thinking exclusively deter-
mined by the world, is it exposed to perturbations
from an apparently endless environment, or does
cognition actively generate and construct the
“world”? 

To approach these questions, let us start with
Plato’s well-known allegory of the cave (

 

The
Republic. Book VII

 

). In this allegory, prisoners are
bound in a cave in such a way that they cannot turn
their heads or move around. They can only see a
wall in front of them. The light of a distant fire
behind them casts shadows on the cave wall of
themselves and other people wandering around.
The prisoners have been restricted to this perspec-
tive since birth. Therefore, their only perception of
themselves and their world is through the moving
shadows on the wall. Hence, the prisoners perceive
and take these shadows to be the actual objects in
the world rather than recognizing them as mere
shadows of the “real” environment.

Obviously, when looking at the problem of repre-
sentation we face a similar situation: we are the
prisoners having only a mediated access to the
“real” world. How can we distinguish the “true”
reality from the fake? Wittgenstein approached this
question in his 

 

Tractatus Philosophicus

 

: “In order
to tell whether a picture is true or false we must
compare it with reality.” (2.223)

This makes the problem of reference to a “real
outer world” clear. From such a perspective we have
to 

 

distinguish

 

 between the world as the domain of our
experience (actuality, 

 

wirklichkeit

 

; 

 

W

 

) and the world
as the domain of things in themselves (

 

realität

 

; 

 

R

 

):
•

 

Realität—

 

from the Latin “res” (thing)—con-
notes the ontologically given environment ev-
ery realist makes reference to. By “ontology”
we refer to the philosophical tradition of claim-
ing the existence and recognizability of an inde-
pendent world outside, the existence of things
in themselves (

 

Dinge an sich

 

 in the sense of
Kant)—like the “real” people whose shadows
are perceived by the prisoners.

•

 

Wirklichkeit

 

 (actuality) on the other hand—
stemming from the German verb “wirken”,
meaning to have an effect on—can be used to
designate the “constructed” world in our minds,
made up by our experiences and (genetic) pre-
dispositions.

The epistemologically most trivial version of the
relationship between 

 

W

 

 and 

 

R

 

 suggests: 

 

W

 

 = 

 

R

 

.
Here, one assumes that an organism perceives its
environment directly and free from distortion, and
the world of experience is directly related to an
objective world (

 

radical realism

 

). 
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This is only a common sense relationship and
seems to be epistemologically not very plausible. In
the following we introduce more sophisticated con-
cepts that have been developed

 

1

 

.

 

Referential representation 

 

For the 

 

classical representational theory

 

, wirklich-
keit is a function of realität, 

 

W 

 

= 

 

f 

 

(

 

R

 

). In this view,
our experiences are a distorted and non-proportional
image of realität. This theory is unsatisfactory inso-
far as it does not tell us a lot about the nature of the
distortions and their relationship to the observer.
Furthermore, it is—from a neuroscientific as well as
system-theoretic perspective—not very plausible
that the representation 

 

W

 

 depends only on the realität

 

R

 

. Such a view, i.e., 

 

W 

 

= 

 

f (R

 

), might imply some
kind of distortion.

 

2

 

 The representational relation-
ship, however, remains basically referential (which
seems to be contradictory to our experiences.

 

3

 

Context-dependent representation

 

Within a 

 

dialectic–materialistic world view

 

, the
construction of wirklichkeit is established by an
interaction between an observer and the observed
(environment/phenomenon): 

 

W 

 

=

 

 f (R

 

, 

 

O

 

, 

 

C

 

). 

 

O

 

denotes the properties of the observer and 

 

C

 

 the cul-
tural–historical background. Such a perspective
takes into account the properties of the observer in
the sense that her activity of construction plays an
active role in the formation of the representation.
However, it may be difficult to sufficiently define
the properties of 

 

C

 

 and 

 

O

 

.

 

Self-referential representation

 

The concept of 

 

cognitive self-reference

 

 describes
perception and representation as perception of rela-

tions. Stimuli are mere peripheral energetic condi-
tions (i.e., perturbations 

 

P

 

) for a semantically
closed and self-organizing cognitive system. The
structure of the cognitive system determines which
structural configurations of its surroundings are per-
turbations to the system, and which are not. The
idea is that the cognitive system is in a dynamical
equilibrium. This means that the perpetually acting
components of the system (e.g., neurons) respond
solely to the activity of other components. There is
no other way of influencing their state without
destroying them, much as a detector of radiowaves
displays activity only in the presence of waves of a
certain length. From the perspective of an observer,
an organism (with its self-referential cognitive
equipment) is embedded within its environment.
Some of the processes within the environment (and
external to the organism) act as perturbations to the
organism: Through the sensory surface they are
transduced into neuronal activity which in turn may
have an impact on the dynamical equilibrium of the
cognitive system. Generally speaking, cognitive
self-reference means that wirklichkeit is a function
of three variables: 

 

W 

 

=

 

 f 

 

(

 

W

 

,

 

 E

 

,

 

 P

 

). 

 

E

 

 denotes the
individual background experience of a specific
organism; from the perspective of systems theory or
computational neuroscience, 

 

E

 

 refers to the struc-
ture of the state space. In other words, 

 

E

 

 determines
the space of possible successor states of every par-
ticular state of the system.

 

4

 

 Note that 

 

R

 

 is not part of
the equation, as the neurons refer only to each other!
In a constructivist context, we interpret the absence
of R as a consequence of the 

 

operational closure

 

 of
the cognitive apparatus. That is, the states of neural
activity always originate from and lead to other
states of neuronal activity in a recurrent, self-refer-
ring manner (Maturana & Varela 1979; Winograd &
Flores 1986). From this point of view, to deal with
an object means for an organism to deal with its
own internal states.

 

5

 

 Later in this paper we will
elaborate the idea of cognitive self-reference and

 

1 

 

A similar categorization can be found in Stadler and
Kruse (1990).

 

2 

 

 The distortion is caused by the function

 

 f (.)

 

 which
can be thought of as a description of the distortion taking
place, for instance, in the sensory system or in the pro-
cesses occurring in the transduction or primary process-
ing of the environmental signal.

 

3 

 

 Think, for instance of the phenomenon of color con-
stancy; more generally speaking, think of all the situa-
tions in which

 

 on

 

e particular environmental event/
phenomenon is experienced in

 

 differen

 

t ways (according
to our present internal state).

 

4 

 

 Of course, this is a

 

 descriptiv

 

e perspective. Dynami-
cally speaking, the nervous system does not refer to past
states, e.g., its state 10 seconds ago (cf. the non-temporal
characterization of the nervous system, Maturana &
Varela 1979).

 

5 

 

This of course does not refer to a solipsistic world
view, since this equation describes a mapping onto
wirklichkeit W rather than realität! 
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argue that it supersedes the prevailing referential
concept of representation in the cognitive sciences. 

At this point, an interesting question appears:
What is the nature of the perturbations 

 

P 

 

in the cog-
nitive self-reference perspective? This question
gives way to many interpretations. A rather cautious
position (e.g., Roth 1994) suggests that perturba-
tions are certain patterns of energy transduced by
the sensor organs that give rise to a mosaic of ele-
mentary events that the brain tries to make sense out
of. This would mean that objects in the traditional
sense (chairs, mountains, etc.) do not exist as objec-
tive entities but energy (such as electromagnetic
waves) does (cf. Chandler’s rejection of this con-
cept, this volume). A somewhat more radical inter-
pretation (such as Glasersfeld’s) acknowledges the
arbitrariness of accepting the absolute existence of
energy while dismissing “ordinary” objects. Let’s
investigate this a little deeper. Above we empha-
sized that this view is the view of an observer who
distinguishes between an organism and its environ-
ment, both being external to herself. However, we
arrive at a crucial point when speaking of one’s own
cognitive self-reference: An observer who observes
herself can never transcend this perspective. That is,
we can place both ourselves and our environment
only “exernal” to ourselves when describing their
relationship. Therefore we cannot help but assume
that there is indeed an external realität which is the
originator of perturbations that influence our ner-
vous system through mediation of our sensors.
However, as we always have to do the somewhat
bizarre step of thinking of ourselves as a third per-
son, such a perspective can never reveal the “true”
nature of perturbations, even worse, we cannot even
claim nor deny the existence of realität.

 

Implications

 

What are the implications for our original question
of whether representation needs reality? Obvi-
ously, the solution to the problem of appropriate
representation depends on the perspective from
which we look at the agent. One well-known exam-
ple for a, cognitively speaking, “misleading”
approach are microworld models used in artificial
intelligence (Dreyfus & Dreyfus 1988): i.e., the
attempt to determine basic cognitive mechanisms
by reducing the complexity of the real world to the
simplicity of a toy world and—starting from this
simplified and “cognitively preprocessed world”—

to build up a representational system as a network
of propositions. It is obvious that all the task of
“understanding” was actually done by the pro-
grammers themselves. They put a large amount of
pre-processed information into the system, thus
creating a universe of interrelated facts (i.e., purely
syntactical structures), but they did not create a
meaningful world. As one can see in highly com-
plex expert systems, such a strategy is not limited
to small toy worlds, but can go very far on the level
of the complexity of knowledge; it has to be clear,
however, that this immense and quantitative
increase in complexity (i.e., more rules, facts, rela-
tions, etc.) does not imply a new level (e.g.,
“semantics”). Hence, it does 

 

not—

 

from an episte-
mological perspective—bring about a new quality.

Not only has symbolic cognitive science come to
a dead end (in the context of the effort to explain
cognitive processes). The euphoric days of the new
possibilities of 

 

connectionist networks, 

 

including
the simulation of cognitive activities and learning,
have passed, too. It seems that cognitive science
has returned back to—in Kuhn’s sense (1970)—
”normal science” or to “puzzle solving”. As an
implication of this development, connectionist
cognitive science has almost lost itself in (techni-
cal) details, such as learning factors, minimal
adjustments, and optimizations in learning algo-
rithms or activation functions, and so on. In tack-
ling only these technical “micro-problems”, it
seems to have failed to address the really interest-
ing, pressing, qualitative, and “big” questions
about cognition. 

Nevertheless, in the context of recent develop-
ments in cognitive science (e.g., computational
neuroscience, artificial life, autonomous agents,
situated action, robotics, etc.) a considerable
amount of epistemological potential can be found;
basic issues have received 

 

new inputs 

 

and

 

 new
interpretations

 

 over the last years. The goal of this
volume is to investigate some of these trends and to
make them more explicit in order to achieve some
clarity as to where cognitive science might develop
in the future. Among these issues are:

• The necessity of rethinking the concept of 

 

rep-
resentation

 

 in the light of dynamical, top-
down, and recurrent processes in natural and
artificial cognitive systems, in particular in
neural systems;

• The 

 

embodiment

 

 

 

of knowledge 

 

in its substra-
tum, e.g., in a neural structure;
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• The importance of 

 

simulation

 

 as methodologi-
cal tool for theory development in cognitive sci-
ence and for a more profound conceptual
understanding of cognition.

Among others, these issues have impacts on 
• the evolution of semantics and symbol ground-

ing;
• the design of autonomous systems acting in the

“real” world, either as robots or software
agents;

• the empirical research in (cognitive) neuro-
science (as far as their assumptions, experi-
ments, and interpretation of data goes);

• the philosophical interpretation of models be-
ing proposed by cognitive science;

In the following sections a discussion will be given
on these points mentioned above. This is done in
order to understand the “conceptual atmosphere”
and the motivation for this volume.

 

Reviewing the Notion of 
Representation

 

The understanding of the concept of representation
has received new stimuli from the developments in
connectionism/computational neuroscience as well
as in (empirical) neuroscience.

 

6

 

 The findings and
concepts stemming from these fields seem to seri-
ously question the traditional understanding of rep-
resentation. There are at least three points which
seem to be of great importance:
(a) giving up linguistic transparency in favor of dis-

tributed representation;
(b) giving up the classical referential view of repre-

sentation in favor of a generative paradigm and
the concept of functional fitness;

(c) the concepts of embodiment and construction in
knowledge representation.

 

Linguistic transparency

 

The classical understanding of representation is
largely based on the idea that propositions (e.g.,
Fodor 1981) represent the (internal and external)
environment in a more or less linguistically transpar-

ent way. With the advent of “truly distributed” con-
nectionist models

 

7

 

, linguistic transparency had to be
given up in favor of the concept of distributed repre-
sentation and 

 

subsymbolic

 

 representation in micro-
features (cf. Singer’s contribution, as well as Gelder
1992, Hinton et al. 1986, Rumelhart et al. 1986,
Smolensky 1988, and many others). 

On a superficial level, giving up linguistic trans-
parency seems to be one of the big disadvantages of
distributed representation (see also Fodor & Pyly-
shin 1988; and many others), as it implies that we
have to give up the traceability of the system’s
dynamics as well. Taking a closer look reveals, how-
ever, that (a) it is by no means clear why our brain
does its work by making use of the same semantic
categories as our language does. (b) What is referred
to as a proposition is the result of extremely complex
processes occurring in the neural dynamics and lead-
ing to the externalization of “propositional catego-
ries” (e.g., in form of symbols, language, etc.).
Hence, it is not at all clear why the processes respon-
sible for generating these linguistic categories neces-
sarily have to be based on and have to rely on exactly
these categories. From the perspective of philosophy
of science it seems rather questionable, if it is just to
use in an explanation of so-called higher cognitive
abilities (such as language) the same mechanisms/
structures both in the explanatory mechanism/
explanans (e.g., symbol processing mechanisms)
and in the resulting behavior/explanandum (e.g., lin-
guistic structures). (c) Furthermore, it is known from
empirical neuroscience that the activity of most neu-
rons cannot be explicitly related to semantically
transparent phenomena or events.

All these considerations lead to the conclusion
that the criterion of linguistically transparent repre-
sentation is—perhaps—the result of our common
sense experience, “auto-introspection”, and our
common sense assumptions about representation. It
seems that it arises from our need to somehow box
everything and every process into linguistic catego-
ries (and, thus, also these processes which are lead-
ing to these categories) in order to make it available
for cognitive manipulation. One of the objectives of
this book is to investigate, if there is a necessity of
linguistic categories for explaining cognitive phe-
nomena and to search for alternative views.

 

6 

 

The terms connectionism and computational neuro-
science will be used synonymously throughout this pa-
per—for the purpose of the arguments to follow the
difference between these two terms can be neglected.

 

7 

 

”Truly distributed representation” is mainly due to
weight configurations which are the result of learning al-
gorithms, such as the backpropagation learning rule.
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Referential representation in 
recurrent architectures?

 

The second and epistemologically more important
implication of connectionist systems concerns the
very concept of representation: due to the highly

 

recurrent architecture

 

 in the brain we are confronted
with a phenomenon which questions the classical
view of referential representation, i.e., 

 

W  

 

= 

 

f

 

(

 

R

 

):
here, any state within the cognitive system refers to
an (internal or external) environmental state in a
more or less stable manner (independently whether
it happens in a linguistically transparent manner or
not). The recurrent architecture implies, however,
that the neural system finds itself in a certain 

 

internal
state

 

 at any point in time.

 

8

 

 This internal state has an
indirect or direct influence on the following internal/
representational states, as the resulting 

 

top-down

 

processes are feeding back on the incoming stimuli.
This implies that the environmental state does 

 

not

 

necessarily determine the representational (= inter-
nal) state any more, because the present internal
state has to be seen as some kind of disposition for
the possible successor-state. More precisely, the
present internal state determines the space of possi-
ble representational successor states and the current
environmental state only chooses one out of them.
Hence, a different present internal/representational
state determines a different space of possible succes-
sor-states which implies that the same environmen-
tal state might lead into different representational
states (see also Peschl 1997). In other words, a single
environmental state/event can be represented in dif-
ferent representational states (depending on the pre-
cedent internal state). This implies that the concept
of a stable referential relationship of representation
can 

 

not

 

 be found any more.
In other words, the classical idea of an environ-

mental state determining the internal/representa-
tional state has to be forsaken due to the feedback
influence of previous internal/representational states
in the recurrent neural system. The idea of a more or
less stable relationship between a representational
state and an (internal or external) environmental
state has to be abandoned (for further details see
Peschl 1997). Rather, the influence of the environ-

mental input has to be reduced to the 

 

modulation

 

 of
the internal representational dynamics (

 

perturba-
tions P

 

 as discussed above). Unfortunately, the
importance of this far reaching epistemological
issue has not been acknowledged by a large group
within the cognitive science community.

 

Representation, construction, and 
generation of behavior

 

So, if the aim of representation is no longer to map
the environment as accurately as possible we have
to characterize it as the 

 

generation of behavior

 

 in
terms of 

 

functional fitness

 

 (cf. contribution of von
Glasersfeld who speaks of the 

 

viability

 

 of represen-
tations). I.e., behavior which (i) facilitates the
organism’s survival (in the broadest sense) and (ii)
functionally fits into the particular environmental
context.

 

9

 

 It is therefore no longer necessary to
search for neurons (or groups of neurons) whose
activations correlate with external events in a stable
referential manner.

As the representational structure is the result of a
system-relative construction process, it is no won-
der that we are experiencing difficulties identifying
(traditional, referential) representations in natural
and artificial neural systems. It seems that it is sim-
ply the wrong thing to search for. Understanding
representation from the perspective of constructiv-
ism and the concept of functional fitness (e.g., Gla-
sersfeld 1984, 1995) gives us a clue as to what we
have to look for in the representational substratum;
namely, mechanisms which allow the generation of
adequate behavior. Traditionally these mechanisms
have been thought of in terms of manipulations on
referential representations, however, there is neither
neuroscientific nor epistemological evidence in
favor of such a view.

In this context it is important to note that a similar
problem arises in most approaches in artificial life.
As argued in Riegler (1997), a typical deficiency of
many artificial life models is the 

 

PacMan syndrome

 

:
Simulated organisms interact with anthropomorphi-
cally defined entities, such as “food” and “enemy”.
Such models perform a mere optimizing task which
yields a maximum gain of energy together with a
minimum loss of health. No attention is paid to

 

8 

 

This also applies to feed forward architectures; howev-
er, in these architectures the internal state does not have an
influence on the incoming activations because the internal
state is “shifted out” of the network in each time step.

 

9 

 

Recent developments in agent-based architectures
speak of situatedness of reactive agents (cf. Clancey
1997).
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questions like: How have organisms arrived at the
idea that something is a source of food? How do
they “know” that another creature is a dangerous
oponent? Predators do not run around with a label
saying “I’m your enemy”. Even if this would be the
case—how would have cognitive beings learned to
understand the meaning of those labels? (Think of
the difficulties to understand signs in a country
whose language and letters you don’t know at all.)
However, things seem to be different within mathe-
matical models. If we look at mathematical formu-
lae we (usually) know what the meaning of the
labels (variables) is although we are not the author
of the equations. E.g., arriving at a result of 

 

m 

 

= 8.3
we know what 

 

m

 

 is, how meaning got attached
(namely a-priori to the calculation). In logical cal-
culus, semantics defines meaning and truth in terms
of an underlying model, ontology, or logical inter-
pretation. Cognitive sciences, however, transcend
this purely symbolic framework. While we—as
designer of artificial life models—would like the
upper left pixel on the computer screen to be a food
pill for the pixel in the lower right corner represent-
ing the cognitive creature, this is not necessarily
true from the perspective of the creature and its cog-
nitive apparatus. The question regarding the phylo-
genetic and ontogenetic emergence of a system-rel-
ative representation, i.e., “meanings” for the
organisms, is not touched. 

Furthermore, it is important to note that the
dynamics of a recurrent cognitive architecture need
not necessarily be implemented in a typical neural
network manner. Riegler (1994, 1997) describes the
implementation of a rule-based system: the algo-
rithm operates exclusively on a set of “internal state
cells” (having no explicit linguistic reference)
rather than on anthropomorphically predefined sen-
sor- and motor-states. As this preserves the idea of
operational closure (Maturana and Varela 1979) it
is, too, an implementation of cognitive self-refer-
ence and hence transcends purely a referential rep-
resentation. Thus, we conclude that there is no epis-
temological difference between rule-based systems
and connectionist approaches as long as we avoid
forcing a referential representation scheme.

 

Embodiment, construction, and
dynamics of knowledge

 

In the context of these questions one can observe a
shift in interests in the field of knowledge represen-

tation in the last decade: the focus has changed from
trying to capture or depict environmental structures
statically onto the representational structure
towards stressing more the question of the genesis,

 

development

 

, and 

 

dynamics

 

 of knowledge. Connec-
tionist approaches (i.e., their focus on learning strat-
egies), genetic algorithms, and the combination of
both (e.g., Elman et al. 1996, Cangelosi et al. 1994,
and many others) had a crucial impact on the devel-
opment of representation mechanisms modeling
learning and the dynamical aspect of knowledge.
Furthermore, results from empirical neuroscience
(sometimes having been triggered by computational
approaches and concepts) have brought about a bet-
ter understanding of the learning mechanisms
which are responsible for the dynamics of knowl-
edge in our brains

 

10

 

.
One of the most important epistemological impli-

cations of this development and the above discus-
sions is the insight that 

 

knowledge is the result of an
active construction process

 

 rather than of a more or
less passive mapping (cf. Sjölander, this volume). In
this view, the organism actively extracts and con-
structs these environmental regularities which are
relevant for its particular survival. The environment
no longer instructs or determines the structure of the
representation system, but only plays the role of

 

constraining

 

 the construction processes. In other
words, the knowledge can be freely constructed as
long as it does not “violate” the environmental con-
straints. The result is a 

 

system-relative

 

 representa-
tion of knowledge (about environmental regulari-
ties), where 

 

W

 

 = 

 

f

 

 (W, E, P), as presented in the
introduction: representation does not need reality as
an instructive instance! Hitting a fly with a flap
yields a different effect than beating an elephant
with the same flap: Representation depends on the
structure of the cognitive system rather than on out-
side entities. 

In this context it seems that we need to take the
concept of embodiment of knowledge more seri-
ously. Knowledge (representation) can—at least in
neurally based cognitive systems—no longer be
understood as something abstract and completely

10 Unfortunately, we are standing only at the very be-
ginning to fully understand these processes. However,
the basic principles (e.g., long term potentiation/depres-
sion (LTP, LTD), Hebb's concepts, etc.) seem to be quite
promising and have brought about a new understanding
of knowledge.
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detached from the (neural) substratum. Rather, we
have to make the effort and try to understand neural
structures, architectures, and dynamics in terms of
contributing to the production of functionally fitting
behavior on a non-referential basis of representa-
tion. In other words, the so-called environmental
regularities are not stored explicitly in the structure
of the synaptic weights. A particular neural archi-
tecture has to be understood as the result of a long
phylo- and ontogenetic adaptation/construction
process which aims at relating the organism-rele-
vant environmental regularities with the organism’s
requirements for production of behavior ensuring
its survival.

At the heart of these construction processes, neu-
ral learning, adaptation, and plasticity, as well as
phylogenetic processes can be found. All these pro-
cesses are the substratum for any learning dynamics
continuously occurring in a cognitive system. Con-
sequently, knowledge (representation) in a cogni-
tive system cannot be considered something static,
but has to be seen as a highly dynamical process
continuously adapting to the changing (internal and
external) environmental constraints. One of the
intents of this volume is to study exactly this rela-
tionship between the neurophysiological processes
(of learning and adaptation) and its epistemological
implications.

Simulation as Methodological Tool

The last years have shown a sharp increase in the
importance of the method of simulation in the con-
text of theory development in cognitive science.
The extensive use of simulation brings about a
whole new methodological approach and dynamics
in disciplines which formerly were working almost
exclusively empirically, such as neuroscience, psy-
chology, biology, and physics. The interesting
insights which are achieved by simulation are not so
much results about details, but concern conceptual
knowledge which can be used as input and stimula-
tion for both empirical and epistemological investi-
gations.

One of the main purposes of psychology, (cogni-
tive) neuroscience, linguistics, and many other
“cognitive disciplines” has always been a better
understanding of so-called cognitive processes.
Most of the resulting approaches to cognition were
based on empirical investigations and/or more or
less speculative and common-sense interpretations

of cognitive phenomena. Progress in empirical sci-
ences is based on a continuous process of construc-
tion, negotiation, and adaptation to the “empirical
data”. The target of this process is to reach a state of
(epistemological) equilibrium in which the theory
fits into the environmental dynamics, meaning that
the theory—at least—predicts the environmental
dynamics correctly within some margin of error.
Often the complexity of cognitive processes and
their substratum does not match the comparably
poor empirical approaches and understanding of
cognitive phenomena (cf. Dorffner’s contribution
which stresses the importance of connectionism as
a helpful modeling framework to understand cogni-
tion). Therefore, much room is opened up for rather
speculative concepts in this field. 

Fortunately, the simulation method introduces a
new dimension to cognitive science and, more spe-
cifically, to computational neuroscience/connec-
tionism. Simulation models are especially interest-
ing in the context of cognitive neuroscience, as its
empirical results and theories are sometimes so rich
in detail (e.g., data on the release of neurotransmit-
ter, theories on a molecular level, etc.) that it is
almost impossible to relate them to cognitive phe-
nomena. In other words, there is an explanatory gap
and a strong tension between the epistemologically
inspired questions on cognition (e.g., about knowl-
edge representation) and the empirical and highly
detailed results from neuroscience. In this context
the connectionist approach—in the broadest
sense—plays a crucial role as mediator: it stands
between the two poles of the rather speculative epis-
temological theories and the empirically grounded
neuroscientific details and—in many cases—makes
them compatible. This compatibility is achieved by
the trick of focusing on the conceptual level of neu-
ral processes. By doing so, the most important char-
acteristics and structures of neural systems, such as
parallel processing, network architecture and mas-
sive connectivity, and distributed representation, are
captured in a more or less simplified computational
model whose dynamics can be related to and is
directly relevant for epistemological and “cogni-
tive” issues.

So, why do we stress the importance of simula-
tion models of cognition in this book? It is not so
much the technical details of simulation which we
are interested in, but rather in the conceptual impli-
cations which these models have on the problem of
knowledge representation. Hence, one of the objec-
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tives of this volume is to show, how focussing on
exactly this conceptual level can bring about both
an empirically and epistemologically sound under-
standing of the ancient problem of representation in
cognitive systems. Furthermore, including simula-
tion techniques as a necessary tool for theory con-
struction can guide empirical research not only on
the level of technical details, but—and this seems to
be even more important—on a conceptual level
(e.g., concerning the assumptions/premises of a
research strategy, the epistemological framework
and foundations, etc.).

Conclusion

We have argued in favor of completely rethinking
basic issues in cognitive science in the context of
recent developments in this field. The main issue
seems to be the question of knowledge representa-
tion, which changes dramatically with the advent of
the concepts of connectionism and artificial life. We
have suggested that the concept of a referential
understanding of representation should be replaced
by a system-relative form of representation which is
not necessarily semantically transparent.

We argued from an epistemological and neurosci-
entific perspective that the task of generating
behavior is more important than the accurate map-
ping of environmental structures to representational
structures. It is by no means clear what the “point of
reference” could be for an “accurate mapping”. Is it
our own perception and conceptualization of the
world, or that of a rat, or the world itself,…? One is
tempted to assume that the outside world (in the
sense realität) acts as some kind of constraint for
our construction/representation processes. But
assuming the existence of that realität (or parts of it
such as electromagnetic waves; see above) would
put us into the camp of referential realists as we
(though not trivially) map our experience onto the
idea of an outside world. Assuming the non-exist-
ence of the world, on the contrary, would stigmatize
us as solipsists. As a solution we have therefore to
accept that claims about the existence of an objec-
tive realität might not be necessary for the purpose
of scientific explanations. 

We have seen that such a view of knowledge rep-
resentation is closely related to constructivist con-
cepts. In this approach to epistemology, the only cri-
terion for successful knowledge (representation) is
its functional fitness. Furthermore, it has become

clear that knowledge is not a static structure, but is
continuously changing. This dynamics can be
described as a process of construction and adapta-
tion and finds its substrate in the neural dynamics/
plasticity.

The main goal of this volume is to discuss these
fundamental shifts in cognitive science and to
sketch the implications on an epistemological and
methodological level for cognitive science and its
related disciplines. 
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